
ÅChatGPT (OpenAI) is a conversational artificial

intelligence (AI) model in a dialogue format that

answers initial and follow-up questions.

ÅChatGPT may occasionally generate incorrect

information and produce biased content.

ÅThe objective of this project is to test ChatGPT

in its delivery of decision-making advice on

clinical research compliance, training, and

ethics.

ÅThe significance of this project is to explore

real-time access to reliable advice on clinical

research topics to safeguard participant's

welfare and integrity of the data.

Introduction

ÅDuring AI model research preview, the author

asked ChatGPT 7 initial questions on the

following topics:

1. missed study visits,

2. training requirements,

3. stipend determination,

4. minor assent to participation,

5. assessment of clinical significance for out-

of-range laboratory values,

6. source data correction, and

7. competing clinical trials.

ÅThe answers to the questions were evaluated

by the author.

ÅThe content is attributed to the author and is

AI-generated in a way no user could

reasonably miss or misunderstand.

Methods

Discussion

ÅThe answers to the questions are complete,

reasonable, and identify fundamental elements

to be considered.

ÅAnswers are aligned with regulatory guidance,

industry practice, and reasonable ethical

considerations.

ÅInterestingly, ChatGPT acknowledges it does

not have the authority to make clinical

decisions.

ÅAlso, ChatGPT label certain topics as "ethical

dilemmas" or "complex issues", while provides

guidance on how to approach them, including

"consultation with a clinical ethics committee"

and consideration of "certain circumstances".

ÅStudy limitations include: 1 AI model (free

review), 1 evaluator, and questioning was to the

ChatGPT version at the moment (Feb. 3, 2023).

ÅFuture direction: Multiple evaluators to evaluate

various AI models with a pre-determined

evaluation instrument.
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Test of a Conversational Artificial Intelligence Model on 

Clinical Research Compliance, Training, and Ethics

Å This innovative use of a conversational AI

model in a dialogue format shows promising

delivery of decision-making advice on clinical

research compliance, training, and ethics.

Conclusion

Results

Å The author has no financial interest to disclose

related to the AI industry.
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